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ABSTRACT  
Purpose- The purpose of this study is to evaluate and compare the performance of four different time series forecasting models applied to 
mobile network traffic data, a domain characterized by high variability and complex seasonal patterns. Accurate forecasting of mobile 
capacity needs in the telecommunications sector is of great importance for providing uninterrupted and high-quality service. Since each 
network is unique, it is necessary to build a model that best predicts the seasonal traffic changes of the network. 
Methodology- This research utilizes a comparative approach by implementing SARIMA, Prophet, LSTM, and a novel hybrid Prophet-LSTM 
model on monthly mobile traffic data from a telecommunications operator. The models were evaluated based on standard error metrics 
including MAE, MSE, RMSE and R2 score.  
Findings- The hybrid model leverages Prophet’s trend-seasonality decomposition with LSTM’s capability to learn nonlinear residual dynamics. 
The analysis reveals that the hybrid Prophet-LSTM model significantly outperforms the standalone SARIMA, LSTM, and Prophet models in 
terms of forecasting accuracy, flexibility, and adaptability. While SARIMA was limited in capturing complex, long-term trends and nonlinear 
fluctuations, LSTM required extensive hyperparameter tuning and was sensitive to data structure. Prophet proved to be effective in handling 
trend and seasonality with minimal parameter tuning, making it particularly suitable for cyclic patterns commonly observed in the 
telecommunications sector. However, the hybrid model’s ability to leverage Prophet’s decomposition strengths along with LSTM’s temporal 
learning capacity enabled it to deliver the most robust predictions with the lowest error rates.  
Conclusion- This model offers direct practical applications in network capacity planning, financial forecasting, and resource optimization 
processes. Moreover, it can be adapted for use in other sectors such as energy, transportation, and finance that rely heavily on time series 
data. Based on these findings, the hybrid Prophet-LSTM model is recommended for mobile traffic forecasting tasks involving both seasonal 
and nonlinear dynamics. Future studies may incorporate real-time streaming data and external factors to further improve predictive 
performance and real-world applicability. 
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1. INTRODUCTION   

The rapid increase in mobile data usage, driven by the widespread adoption of smartphones, video streaming, and 5G technologies, has 
made efficient capacity planning a vital requirement for telecommunications operators. As user behavior becomes more dynamic and 
network infrastructures more complex, accurate forecasting of network traffic has emerged as a critical challenge in the industry. Poor 
forecasting can result in either underutilization of resources or service disruptions, both of which can significantly affect customer satisfaction 
and operational costs.  

Time series forecasting models play a key role in predicting future traffic trends and enabling proactive network planning. However, the 
selection of an appropriate model is not straightforward, as mobile traffic data typically exhibits non-linear, seasonal, and sometimes abrupt 
behavioral shifts. Traditional statistical methods such as SARIMA are often limited in capturing such complexities. However, at the expense 
of greater model complexity and training time, machine learning-based models such as Long Short-Term Memory (LSTM) networks are more 
flexible and capable to learn complex time relationships. 

In recent years, hybrid modeling approaches have gained traction, aiming to combine the strengths of different paradigms to improve 
forecasting performance. One such approach is the Prophet-LSTM hybrid model, which integrates Prophet’s strength in trend and seasonality 
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decomposition with LSTM’s ability to learn residual dynamics. This hybridization seeks to produce more accurate and robust forecasts, 
particularly in domains like telecommunications where traffic patterns are both seasonal and irregular. 

This paper presents a comparative analysis of four forecasting models—SARIMA, Prophet, LSTM, and a Prophet-LSTM hybrid—applied to 
real-world monthly mobile traffic data. By evaluating their performance using multiple error metrics, this study aims to identify the most 
effective modeling approach for telecommunications traffic forecasting. In doing so, it contributes both to the academic literature and to the 
practical needs of the telecommunications industry. 

The remainder of the paper is organized as follows: Section 2 provides a review of related literature. Section 3 describes the dataset and 
methodology used. Section 4 presents the experimental results and analysis. Section 5 concludes the paper and outlines directions for future 
work. 

2. LITERATURE REVIEW  

Forecasting network traffic is a vital task for ensuring the efficiency, quality of service, and sustainability of operations in the 
telecommunications sector. As mobile data volumes increase due to 5G adoption and digitalization, accurate traffic prediction models are 
needed to support resource planning and proactive management. 

Over the years, a wide range of time series forecasting models have been proposed and evaluated. Traditional statistical models such as 
ARIMA have been widely used for modeling linear time-dependent data. However, they often fall short in handling non-linear dynamics and 
complex seasonal behaviors. Prophet, developed by Facebook, has gained popularity due to its ability to model trend and seasonality with 
minimal tuning, as shown in the works of Subashini et al. (2019) and Cembaluk et al. (2022). While Prophet provides reliable predictions in 
many scenarios, some studies point out its limitations in handling high-frequency fluctuations without appropriate parameter optimization. 

Deep learning-based models, particularly Long Short-Term Memory (LSTM) networks, have shown great promise in capturing long-term 
dependencies and non-linear patterns in sequential data (Katwal et al., 2023; Prajam et al., 2022). However, LSTM models require substantial 
training data and computational resources, and may be sensitive to hyperparameter configurations. 

To address the limitations of single-model approaches, several studies have proposed hybrid models combining statistical and machine 
learning methods, Madan and Mangipudi (2018) introduced a DWT–ARIMA–RNN hybrid model, where wavelet transformation was used to 
decompose noise and complexity, followed by statistical and deep learning techniques for improved accuracy. 

Shi et al. (2021) explored optimization-based hybrid models, integrating techniques such as Particle Swarm Optimization (PSO) and 
Variational Mode Decomposition (VMD) to enhance model precision. These decomposition-based frameworks improve forecasting by 
modeling each component individually and combining them. In a more recent example, Zaraket et al. (2024) proposed the “Hyper-Flophet” 
model, combining Prophet and LSTM to leverage both trend decomposition and sequential learning. Their results demonstrated that hybrid 
approaches generally outperform single models in complex traffic scenarios. 

To support this idea, Karthika et al. (2017) proposed a hybrid method consisting of ARIMA and SVM models for short-term electricity load 
forecasting (STLF). The results showed that the ARIMA–SVM hybrid model (MAPE: 4.15%) achieved higher accuracy than using only ARIMA 
(MAPE: 5.16%) or only SVM (MAPE: 4.97%). Furthermore, it was noted that the hybrid model, combined with outlier correction, further 
reduced the error rate. This study makes a strong contribution to the idea of combining time series models with artificial intelligence methods 
to increase forecast accuracy. 

Arslan (2022) introduces a hybrid time series forecasting model that combines Prophet and a stacked bidirectional LSTM to improve 
prediction accuracy. The approach involves decomposing the data to isolate and remove seasonality, training the LSTM on deseasonalized 
data for efficiency, and then reintegrating the seasonal component for final predictions. Evaluated on a real-world dataset of monthly energy 
consumption from seven countries, the hybrid model outperformed or matched the accuracy of several traditional and advanced models.  

Zhang (2003)  proposes a hybrid time series forecasting model that combines the linear ARIMA model with the nonlinear artificial neural 
network (ANN) to leverage their complementary strengths. While ARIMA captures linear patterns and ANNs handle nonlinear relationships, 
the hybrid model is designed to address complex time series with both components. Empirical results on three real datasets show that the 
combined model outperforms ARIMA and ANN used individually.  

Aladag et. al. (2009) proposes a hybrid forecasting model that combines ARIMA with an Elman Recurrent Neural Network (ERNN), aiming to 
improve upon Zhang’s earlier ARIMA-FNN hybrid approach. Since ERNNs include a context layer, they offer better forecasting accuracy than 
feedforward neural networks (FNNs). The proposed model was tested on the Canadian lynx dataset and showed improved performance 
compared to other methods.  

Khashei (2011) proposes a hybrid forecasting method that combines a traditional time series model with a probabilistic neural network (PNN) 
to enhance prediction accuracy. The approach modifies the forecasts of the base model by analyzing and classifying the residual trends using 
the PNN, alongside optimizing the step length through mathematical programming. Tested on three real-world datasets, the hybrid model 
outperforms the standalone time series model, demonstrating its potential as a more accurate alternative for forecasting tasks.  

In related domains, hybrid models such as Prophet-LSTM have also been employed in web traffic (Kong et al., 2021), energy demand (Bashir 
et al., 2022), and oil production forecasting (Ning et al., 2022). These studies collectively support the idea that hybrid modeling techniques 
can effectively bridge the gap between interpretability and predictive power. 
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Inspired by these findings, this study proposes a Prophet-LSTM hybrid model tailored for mobile network traffic forecasting. By leveraging 
Prophet’s ability to handle trend-seasonality and LSTM’s strength in modeling residuals, the model aims to deliver accurate, robust, and 
scalable forecasts. In contrast to previous works, this study applies the hybrid model to real operational data from a telecom operator, aiming 
to offer both theoretical insights and practical contributions for time series forecasting in large-scale networks. 

3. DATA AND METHODOLOGY  

The dataset used in this study consists of mobile network traffic records obtained from a telecommunications operator. Since the 
telecommunications sector is highly confidential, the dataset was created with the guidance of experts in the area. A synthetic dataset 
spanning from January 2023 to December 2024, including 24 months of historical downlink and uplink traffic data aggregated at the monthly 
level, was created withthe  following steps: the average of actual data was taken, yearly seasonality was added, daily seasonality was added 
(Turkish customers tend to produce more data during the summer time and on the weekends) 

The dataset was splitted into test and training subsets with the ratio of 30% and 70% simultaneously. Each of the models was trained with 
the same data and made the predictions on the same time span.  

For SARIMA, Grid Search was used for hyperparameter tuning. For Prophet, weekly and yearly seasonality were activated. For LSTM, 
MinMaxScaler was used and hyperparameter tuning process was applied. For hybrid model, first Prophet was applied then the residuals 
were trained by LSTM and the combination of these two predictions was the final result. 

Then, MAE, MSE, RMSE and R2 score were calculated for each model. These calculations were made by the following formulas: 

MAE = 
1

𝑛
 ∑ |𝑦𝑖 − 𝑦�̂�

𝑛
𝑖=1 | 

MSE = 
1

𝑛
 ∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1  

RMSE = √𝑀𝑆𝐸 

R2 Score = 1 − 
∑ (𝑦𝑖− �̂�𝑖)2𝑛

𝑖=1

∑ (𝑦𝑖− �̅�)2𝑛
𝑖=1

 

Lower MAE, MSE, RMSE and R2 score closer to 1 would give the best model performance. 

4. FINDINGS  

Performance of the models are given for comparison. MAE, MSE, RMSE and R2 score were compared to find the best model. Each figure 
shows the test set and the predictions. Figure 1 shows that although SARIMA's error rates are interpreted as low, its R2 score of 17.6% is well 
below expectations. A single metric is not sufficient to evaluate a model's performance, and it requires consideration from many different 
perspectives. 

Figure 1: SARIMA Model Performance   
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Figure 2 shows that the established model is quite successful since the MAE is close to zero and the R2 score is 76%. 

Figure 2: Prophet Model Performance 

 

Figure 3 shows the performance of the LSTM model is lower than the Prophet model, but higher than SARIMA. It was able to explain 40% of 
the data. 

Figure 3: LSTM Model Performance 

  

Figure 4 shows that the calculated error rates were quite low. The Prophet model explained 76.7% of the data, while the hybrid model 
explained 77%. This percentage improvement is anticipated to be even greater in larger, more realistic data sets. 

Figure 4: Hybrid Model Performance   

 

The summary of the performance metrics are given in Table 1. 

Table 1: Comparison of performance metrics 

 MAE MSE RMSE R2 Score 

SARIMA 3.25 19.6 4.43 17% 

LSTM 2.75 14.9 3.86 40% 

Prophet 1.71 5.6 2.36 76.7% 

Hybrid model 1.68 5.4 2.34 77% 
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5. CONCLUSION  

Hybrid models are very promising for sectors dealing with time series data. It is seen that measuring the model performance with a real and 
longer data set would give a better outcome. External factors such as special days, holidays, match fixtures and campaign periods can be 
added to the model in order to obtain a real-life pattern. More precise and detailed predictions of models can be obtained by increasing data 
frequency to hourly level. This type of time series problems and hybrid model approaches can easily be adapted to other sectors working 
with time series data such as energy, transportation, e-commerce and finance. 
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