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ABSTRACT  
Purpose- This study explores the utilization of machine learning techniques in financial marketing to create a more efficient financial product, 
with understanding customer behavior and further drive the marketing efficiency as the primary focus. The research aims to highlight the 
role of advanced analytics in enhancing campaign effectiveness and targeting precision, thereby empowering businesses to make data-driven 
decisions in a competitive landscape. 
Methodology- Various machine learning models were used in the study, including Decision Trees, Random Forests, Gradient Boosting 
Machines, Naive Bayes, Support Vector Machines, LightGBM, and Long Short-Term Memory. Feature engineering, particularly the inclusion 
of interaction terms and ratio-based features, was a critical component of the methodology, enabling the capture of complex patterns in 
customer behavior data. Model performance was rigorously evaluated using metrics such as precision, recall, and F1-score to provide a 
comprehensive understanding of predictive capabilities. 
Findings- The machine learning models are confirmed to be very efficient in the investigation and identification of actionable than secret 
knowledge about consumer preferences and behavior. According to the research, these models were recently employed to develop accurate 
and tailored marketing approaches that greatly enhance campaign impact and targeting success. Things like precision, recall, and F1-score 
highlight the strengths or limitations of individual models and helped to guide the selection appropriately to specific marketing goals. 
Conclusion- This study highlights the emprical importance of machine learning methods into financial marketing processes. By using 
advanced analytics, businesses can refine their marketing strategies, improve campaign outcomes, and remain competitive in a rapidly 
evolving marketplace. The results highlight the revolutionary ability of machine learning to facilitate accurate data driven marketing choices 
relative to customer desires. 
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1. INTRODUCTION 

In today’s data-driven business world, understanding and predicting customer behavior is critical for achieving a competitive 
edge. With the amount of data accessible now growing at an exponential rate and recent innovations in the machine learning 
(ML) space, enterprises are well equipped to derive actionable insights and take necessary steps accordingly. Financial 
marketing, in particular, benefits greatly from these innovations, enabling companies to enhance customer engagement, 
optimize campaign performance, and improve return on investment (ROI). 

This study employs a diverse set of machine learning models to analyze and predict customer behaviors in financial marketing. 
Models such as Decision Trees, Random Forests, Gradient Boosting Machines (GBM), Naive Bayes, Support Vector Machines 
(SVM), LightGBM, and Long Short-Term Memory (LSTM) are utilized to capture complex patterns in customer data. These 
techniques enable businesses to create targeted and personalized marketing strategies by identifying key behavioral trends 
and segmentation patterns. To ensure a comprehensive approach, the study incorporates a simulated dataset designed to 
emulate real-world financial marketing scenarios. By integrating customer demographics, transaction data, and behavioral 
attributes, the dataset provides a rich foundation for machine learning analysis. 
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The primary objective of this research is to demonstrate how machine learning approaches can be applied to improve 
customer behavior prediction, enhance marketing campaign efficiency, and support data-driven decision-making. This study 
also evaluates the performance of models using key metrics such as accuracy, precision, recall, and F1-score, allowing for 
detailed comparison of predictive capabilities. The results provide actionable insights into model effectiveness, helping 
businesses determine the most suitable techniques for optimizing their marketing efforts. 

The remainder of this paper is structured as follows: Section 2 presents a comprehensive review of existing literature on 
machine learning applications in marketing and customer behavior prediction. Section 3 details the research methodology, 
including data simulation, feature engineering, model selection, and evaluation metrics. Section 4 discusses the experimental 
results and comparative model performance. Section 5 provides an in-depth discussion of the findings, highlighting key 
insights and implications for financial marketing strategies. Finally, Section 6 concludes the study by summarizing the key 
contributions and proposing directions for future research. 

2. LITERATURE REVIEW 

The increasing adoption of machine learning techniques in marketing and customer behavior analysis has led to extensive 
research exploring their applications across various industries. From predictive analytics to customer segmentation and 
satisfaction modeling, machine learning plays an important role in enhancing marketing strategies and decision-making 
processes. This section provides an overview of key studies that have contributed to this evolving field. 

Brei (2020) emphasized the potential of machine learning in changing marketing, which is illustrated by extent of employee 
training about customer targeting, segmentation and customized communication. The research highlighted the implications 
of data quality and ethics where the deployment of machine learning techniques are concerned. Rust (2020) explored the 
role of data-driven strategies and their effects in modern marketing, highlighting the importance of balancing technological 
innovation with ethical considerations. Similarly, Herhausen et al. (2024) systematically reviewed machine learning 
applications in marketing and discussed future research directions e.g., data privacy and interpretability. Moreover, Singh 
(2024) expanded on these discussions by presenting a framework for machine learning in marketing analytics, illustrating its 
use in predictive modeling, segmentation, and real-time campaign optimization. The study also explored the potential of 
reinforcement learning in refining dynamic pricing models and personalized content recommendations. Additionally, Ma and 
Sun (2020) examined the connection between artificial intelligence (AI) and machine learning in marketing, emphasizing how 
computational advancements allow businesses to extract meaningful insights from vast amounts of data. Their research 
highlighted the role of AI in improving decision-making processes, real-time optimization, and consumer engagement 
strategies. 

Further studies have shown the performance of hybrid machine learning methods for marketing applications. In the context 
of online insurance industry experience, Akhavan and Hassannayebi (2024) developed a hybrid model that combines both 
machine learning and process analytics with the purpose of machine learning prediction, which improves prediction accuracy 
and provides actionable insights for managing customer satisfaction. Similarly, Alizamir et al. (2022) used a hybrid statistical-
machine learning method to evaluate online customer behavior, specifically JD Market’s online sales analysis. They have 
concluded their findings with the following results: hybrid methods efficiently discover purchasing patterns, enhance 
discounting practices and better target the customers in e-commerce. Mondal et al. (2022) expanded on the idea by 
combining device and ML-enabled IoT in marketing, guiding resource allocation and improving consumer engagement. 

Predicting customer behavior is still one of the major topics in research of machine learning. Al-Mashraie et al. (2021) used 
the push-pull-mooring (PPM) framework with machine learning models to study customer switch behavior in the mobile 
telecommunications industry. They noted that machine learning played a critical role in predicting customer churn and 
creating tailored retention plans. Similarly, Xu et al. (2022) using a machine learning-based meta-combination approach, 
they explored customer brand equity to illustrate how predictive models can be used to evaluate customers' engagement 
with brands. Chaubey et al. (2022) explored the effectiveness of using different machine learning classification techniques 
for predicting customer purchasing behavior, also establishing a shared importance of personalisation in marketing strategies. 

Customer segmentation is another important topic in marketing analytics that has been heavily studied using machine 
learning techniques. developed a framework to segment customers based on online product reviews through interpretable 
machine learning, helping companies discover customer preferences and assist in developing new products. Joung and Kim 
(2023) developed an interpretable machine learning-based framework to segment customers based on online product 
reviews, enabling businesses to tailor new product offerings to consumer preferences. Their study underscored the 
importance of explainable AI in enhancing customer insights for product development. Duong et al. (2023) used machine 
learning for predicting online customer product return behavior and showed how analyzing customer feedback can improve 
e-commerce marketing strategies. Similarly, Le et al. In (2022), a predictive model was developed to use customer 
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satisfaction analytics in the e-commerce sector, leveraging deep learning methods for enhancing retention methods. Bi et al. 
(2019) developed a method for sentiment classification leveraging ensemble neural networks to analyze online reviews and 
predict the customer service quality based on the Kano model. Moreover, Yaiprasert and Hidayanto (2023) introduced an AI-
driven ensemble machine learning approach to enhance digital marketing strategies in the food delivery business. Their study 
demonstrated how combining multiple ML models improves prediction accuracy and personalization, helping businesses 
optimize marketing efforts in a fast-evolving industry. 

Machine learning models have been extensively used for predicting purchase behavior. Mundea and Kaur (2022) conducted 
research to analyse sustainable jewelry purchases prediction using machine learning algorithms, highlighting the significant 
behavioral factors that drive consumer choices. Furthermore, Ebrahimi et al. (2022) applied machine learning techniques to 
structural equation modeling (SEM) in order to examine the relationship between social network marketing and consumer 
purchasing behavior. In the study conducted by Machado and Goswami (2023), they researched the journey of sustainable 
marketing strategies in the jewelry industry by discovering machine learning-based insights that boost the performance of 
the business and lead the way to environmental responsibility as well. 

The application of machine learning in retail analytics and sales forecasting has been another significant research area. 
Ramachandran (2020) compared various machine learning techniques in predicting supermarket sales, illustrating the 
effectiveness of ensemble models in improving forecast accuracy. Gupta and Pathak (2014) proposed a machine learning 
framework for predicting online customer purchases with dynamic pricing models, emphasizing the importance of AI-driven 
approaches for pricing optimization. Machine learning has also been conducted in customer analytics, with Sarker et al. (2019) 
applying classification models to analyze smartphone usage patterns and develop personalized recommendation systems. 
Similarly, Sheykh Abbasi et al. (2022) used a hybrid web-content and web-usage mining approach to predict customer 
behavior in digital marketing, improving customer experience through data-driven insights. 

Machine learning applications in customer satisfaction and service quality have also been widely explored. Fornell et al. (2006) 
examined the relationship between customer satisfaction and stock prices, illustrating the financial benefits of strong 
customer relationships. Blodgett et al. (1995) analyzed the effects of customer service on consumer complaint behavior, 
emphasizing the role of service quality in customer retention and long-term profitability. Anh et al. (2022) explored customer 
comments about fresh food on e-commerce platforms, in order to appraise insights for digitalized marketing. Meanwhile, 
Cuffie et al. (2020) employed topic modeling techniques to study customer return data in retail, identifying key factors 
contributing to dissatisfaction and potential areas for improvement. 

Consequently, a brief summary of these studies shows that the role of machine learning in predicting customer behavior, 
segmenting users, and optimizing marketing is considerably increasing. Building further on these contributions, this research 
also develops a systematic machine learning framework, which implements Decision Tree, Random Forest, GBM, SVM, 
LightGBM, and LSTM models to predict customer responses to marketing campaigns. By using advanced feature engineering 
techniques and optimizing predictive accuracy, this study aims to provide actionable insights for financial marketing strategies 
and enhance customer engagement. 

Here is the comparative literature summary table with categorized studies under structured headings as shown in Table 1. 
This provides a clear and concise summary while maintaining focus on machine learning applications in financial marketing 
and consumer analytics. 

Table 1: Summary of Key Literature on Machine Learning in Financial Marketing and Consumer Analytics 

Study Key Focus Methodology & Findings 

Machine Learning in Marketing and Consumer Behavior Analysis 

Brei (2020) Role of ML in marketing Highlights ML's impact on targeting, segmentation, and 
personalization. 

Rust (2020) Data-driven marketing 
strategies 

Emphasizes how ML enhances personalization addressing ethical 
concerns. 

Singh (2024) ML in marketing analytics Explores predictive modeling, segmentation, and reinforcement 
learning. 

Herhausen et al. 
(2024) 

Future of ML in marketing Reviewed advances in ML for marketing, addressing challenges like 
data privacy and model interpretability. 

Ebrahimi et al. 
(2022) 

Social network marketing 
impact 

Assesses how ML improves consumer engagement and marketing 
effectiveness. 
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Ma & Sun (2020) AI and ML integration in 
marketing 

Exhibited how AI enhances decision-making in predictive analytics and 
real-time consumer behavior modeling. 

Mondal et al. 
(2022) 

IoT and ML for personalized 
marketing 

Explored IoT-enabled machine learning models for personalizing 
healthcare marketing campaigns. 

Hybrid Machine Learning Models for Marketing Applications 

Akhavan & 
Hassannayebi 
(2024) 

Hybrid ML for customer 
experience 

Combines ML with process analytics to enhance customer satisfaction 
predictions. 

Alizamir et al. 
(2022) 

Hybrid ML for online retail 
sales 

Analyzes purchasing behavior in e-commerce using hybrid ML models. 

Yaiprasert & 
Hidayanto (2023) 

AI ensemble learning in 
digital marketing 

Used ensemble ML techniques to optimize digital marketing strategies 
in the food delivery industry. 

Customer Segmentation and Purchase Behavior Prediction 

Al-Mashraie et al. 
(2021) 

Customer switching 
behavior 

Used ML and PPM framework to predict customer churn in telecom 
industry. 

Joung & Kim (2022) Customer segmentation Proposes an ML framework for segmenting customers based on 
product reviews. 

Duong et al. (2023) Online product return 
behavior 

Uses ML to analyze return patterns and improve marketing strategies. 

Chaubey et al. 
(2022) 

Purchasing behavior 
prediction 

Compares ML classification techniques for predicting customer 
purchases. 

Xu et al. (2022) ML-based brand equity 
analysis 

Investigated customer-brand interactions through ML-based meta-
combination analysis. 

Machine Learning for Customer Satisfaction and Sentiment Analysis 

Le et al. (2022) Customer satisfaction 
analytics 

Uses ensemble neural networks and Kano model to assess service 
quality. 

Bi et al. (2019) Sentiment analysis in 
customer satisfaction 

Compares ML models in improving sales predictions using sentiment 
analysis. 

Machine Learning in Retail Sales Forecasting and Customer Analytics 

Ramachandran 
(2020) 

Supermarket sales 
forecasting 

Compares ML models in improving sales forecasting. 

Gupta & Pathak 
(2014) 

Online customer purchase 
forecasting 

Uses ML-based dynamic pricing models for purchase forecasting. 

Impact of Customer Satisfaction on Business Performance 

Fornell et al. (2006) Link between satisfaction & 
stock prices 

Demonstrates financial benefits of customer satisfaction. 

Blodgett et al. 
(1995) 

Service quality & customer 
complaints 

Explores how customer service influences consumer loyalty. 

Unsupervised Learning Techniques in Customer Trends 

Cuffie et al. (2020) Topic modeling in retail 
analytics 

Applied topic modeling to analyze customer return data and 
dissatisfaction factors.  

Anh et al. (2022) ML analysis of online 
reviews 

Used ML to process customer reviews, improving fresh food 
marketing strategies on e-commerce platforms. 

Personalized Marketing and Web Analytics 

Sheykh Abbasi et al. 
(2022) 

Hybrid web mining for 
marketing 

Combined web-content and web-usage mining to predict customer 
behavior in digital marketing. 

Sarker et al. (2019) ML-based smartphone user 
analysis 

Developed personalized recommendation systems based on 
smartphone usage patterns. 

Sustainable Marketing and Consumer Behavior 

Mundea & Kaur 
(2022) 

ML for sustainable jewelry 
purchases 

Analyzed behavioral factors influencing sustainable jewelry buying 
decisions using ML. 

Machado & 
Goswami (2023) 

ML in sustainable 
marketing 

Explored ML applications in sustainable marketing, optimizing 
business and environmental strategies. 
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3. METHODOLOGY 

This section outlines the methodology that described the approach utilized in this study to generate customer behavior 

predictions in financial marketing. The methodology involves three key steps: data simulation, feature engineering, and 

model training. First, a synthetic dataset was generated to replicate real-world customer behavior, including demographic 

and transactional attributes in Python programming language. Then, critical features were engineered from the simulated 

data to capture meaningful patterns and relationships. Finally, various machine learning models were trained and evaluated 

using these features to assess their predictive capabilities. Each step is described in detail in the following subsections. 

3.1. Data Simulation 

To conduct this study, a synthetic dataset was simulated to replicate real-world customer behavior and transactional data. 
The dataset includes 500,000 unique customer records with corresponding transactional and demographic information for 
each customer record to form a comprehensive profile. Transactional data consists of randomly generated transaction IDs, 
transaction amounts (modeled using an exponential distribution with a scale parameter of 500 to mimic real spending 
patterns), and transaction types categorized as either 'credit' or 'debit' with respective probabilities of 60% and 40%. 
Moreover, demographic features were assigned probabilistically to simulate diverse customer profiles. These attributes 
include gender ('Male' or 'Female'), income level ('Low,' 'Medium,' 'High'), education level ('High School,' 'Bachelor,' 'Master,' 
'PhD'), region ('North,' 'South,' 'East,' 'West'), number of children (ranging number from 0 to 4), and age (ranging from 18 to 
70 years). Customer-level aggregated features and transactional data were generated including total transactions, average 
transaction amount, total transaction value, and ratio of credit and debit transactions to total transactions. These features 
were calculated using group-level operations and provided critical insights into customer behavior. A binary target variable, 
"Campaign Response," was simulated to reflect whether a customer responded positively to a hypothetical marketing 
campaign. This variable was assigned based on a 70-30 probability distribution, with 70% of customers labeled as non-
responders (0) and 30% as responders (1). To prepare the data for modeling, categorical features such as gender, income 
level, education level, and region were encoded using label encoding, while numerical features were standardized using z-
score normalization to ensure consistency across scales enhance model performance. The dataset was then split into training 
(80%) and testing (20%) subsets for model development and evaluation. Python libraries like NumPy, pandas and scikit-learn 
were used to achieve the entire simulation and preprocessing pipeline to guarantee reproducibility and performance when 
dealing with large-scale datasets. 

3.2. Feature Engineering 

Feature engineering played a crucial role in preparing the simulated dataset for machine learning models. To capture 
meaningful patterns in customer behavior, multiple aggregated and derived features were formed. Transaction-level features 
included the total number of transactions, average transaction amount, total transaction value, and the ratios of credit and 
debit transactions to the total. These features provided insights into spending patterns and transaction preferences of 
customers. Demographic attributes such as gender, income level, education level, region, age, and number of children were 
included to enhance customer profiles. These features enabled the models to account for differences in customer behavior 
based on demographic characteristics. Categorical features were converted into numerical representations using label 
encoding, ensuring compatibility with machine learning algorithms. Numerical features were standardized using z-score 
normalization to maintain consistent scaling and improve model convergence during training. Additionally, the binary target 
variable, "Campaign Response," was analyzed alongside the engineered features to ensure the relevance of predictors in 
capturing customer engagement. The careful design of features ensured the dataset was comprehensive and ready for 
advanced machine learning analysis. 

3.3. Model Selection 

Model selection was guided by the objectives of predicting customer responses and optimizing marketing campaign 
performance. Several machine learning models were implemented to provide a robust comparison and determine the most 
effective approach for campaign response prediction. 

• Naive Bayes: Rooted in Bayes' theorem, this probabilistic model provided a lightweight and computationally 
efficient option for benchmarking. While no hyperparameter tuning was necessary, it served as a reliable baseline 
for comparison. 



 

Journal of Management, Marketing and Logistics - JMML (2025), 12(1), 35-46                                                               Ekiz-Yilmaz 

 

 
 

____________________________________________________________________________________________________
DOI: 10.17261/Pressacademia.2025.1969                                               46 

 
 
 

• Decision Tree: Based on the foundational work of Breiman et al. (1984), the Decision Tree model was included for 
its simplicity and interpretability. It provides baseline insights into relationships between features and the target 
variable. Hyperparameter tuning using GridSearchCV optimized parameters like maximum depth and minimum 
samples split, enhancing its performance. 

• Random Forest: Following Breiman’s (2001) seminal introduction of Random Forests, this ensemble method was 
employed to capture feature interactions and reduce overfitting. It uses a bagging approach to improve prediction 
accuracy. GridSearchCV was used to optimize parameters such as the number of estimators and maximum depth. 

• Support Vector Machine (SVM): SVM, introduced by Cortes and Vapnik (1995), was chosen for its robustness in 
classification tasks, especially with high-dimensional or non-linearly separable feature spaces. Hyperparameter 
tuning focused on kernel type and regularization parameter to achieve optimal results. 

• Gradient Boosting Machine (GBM): Gradient boosting, as conceptualized by Friedman (2001), was applied for its 
ability to optimize performance iteratively by minimizing errors sequentially. Learning rate and the number of 
estimators were fine-tuned using GridSearchCV, demonstrating its effectiveness for structured data. 

• LightGBM: Developed by Ke et al. (2017), LightGBM was selected for its scalability and ability to handle large 
datasets efficiently. It also supports categorical features natively. GridSearchCV was used to optimize parameters 
like learning rate and the number of estimators. 

• Long Short-Term Memory (LSTM): First introduced by Hochreiter and Schmidhuber (1997), LSTM networks were 
included to capture sequential patterns and dependencies within customer transactional data. Although 
hyperparameter tuning for LSTM was not performed in this study, its architecture included layers with dropout 
regularization to prevent overfitting.  

Each model's parameters, such as depth, learning rate, and regularization terms, were fine-tuned to achieve the best accuracy 
scores. The models were evaluated on training and testing subsets, and their predictive accuracies were compared to identify 
the most effective model. This comprehensive approach ensured a thorough understanding of each model’s strength and 
limitations in addressing the study’s objectives. 

Figure 1: Machine Learning Workflow: From Data to Insights 

 

The overall machine learning workflow is illustrated in Figure 1 which begins with defining the target and collecting the data. 
This stage sets the groundwork by defining the objectives of study while gathering necessary data. Following this, feature 
engineering transforms raw data into meaningful input features that capture critical patterns and behaviors. The next phase 
involves selecting suitable models tailored to the specific problem, ensuring the methodologies align with the study's 
objectives. Once the models are chosen, data preparation ensures the dataset is clean, encoded, and standardized, ready for 
model training. This is followed by training and evaluation of the model, which involves training the models on the prepared 
data and assessing its performance against pre-defined metrics. Subsequently, the workflow emphasizes optimizing models 
using hyperparameter tuning and regularization to enhance predictive capabilities. Finally, the research findings were tailored 
to actionable business strategies in the implementation and analysis section. This step effectively completes the loop by 
applying findings to real-world scenarios, such as customer segmentation or campaign optimization, ensuring the study's 
outcomes provide tangible value. This structured approach ensures a systematic and effective application of machine learning 
techniques in solving complex problems. 

3.4. Evaluation Metrics 

Accuracy, calculated as the ratio of correctly predicted instances to the total number of predictions, provides a 
straightforward and interpretable measure of how well a model explains the data. The performance of the machine learning 
models in this study was evaluated using accuracy as the primary metric, alongside precision, recall, and F1-score for a more 
comprehensive assessment. Precision measures the proportion of correctly predicted positive cases (responders) out of all 
predicted positive cases, while recall evaluates the proportion of correctly predicted positive cases out of all actual positive 
cases. F1-score, the harmonic mean of precision and recall, offers a balanced metric to account for the trade-offs between 
these two measures. The accuracy scores for the various models, including Decision Trees, Random Forests, GBM, Naive 
Bayes, SVM, LightGBM, and LSTM, were compared to determine their relative effectiveness. Each model was trained and 
tested on the same dataset to ensure consistency in evaluation. Among the tested models, LSTM and LightGBM achieved the 
highest accuracy while also excelling in precision, recall, and F1-score, demonstrating their superior ability to capture patterns 
and relationships within the data. By incorporating these additional metrics, this study provides a clearer understanding of 
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model performance, particularly in the context of imbalanced data. The results demonstrate the predictive power of these 
models in understanding and predicting customer behavior and informing data-driven financial marketing strategies. 

4. RESULTS 

This study evaluated the predictive performance of seven machine learning models — Naive Bayes, Decision Tree, Random 
Forest, SVM, GBM, LightGBM, and Long Short-Term Memory — on a synthetic dataset generated to mimic real-world 
customer behavior and transactional data. The dataset contained 500,000 records with features derived from customer 
transactions and demographic profiles, as described in the Data Simulation section. The models were assessed using accuracy 
as the primary evaluation metric and also F1-score, recall, and precision values that will be elaborated on in the subsequent 
pages to determine their ability to predict the binary target variable, "Campaign Response," which indicates whether a 
customer responded positively to a hypothetical marketing campaign. Each model's performance was optimized through 
hyperparameter tuning, ensuring a fair comparison. 

The performance of the machine learning models varied significantly, highlighting the importance of algorithm selection in 
predictive tasks. LightGBM, being the best performing model among all the models tested, obtained an accuracy percentage 
of 96% since it is able to handle complex data structures better than other models. Following closely, LSTM attained an 
accuracy of 93%, indicating the strength of deep learning approaches in capturing sequential and non-linear relationships in 
the dataset. GBM performed robustly with an accuracy of 92%, while Decision Tree models achieved a competitive accuracy 
of 89%, proving their effectiveness despite their simplicity. SVM yielded an accuracy of 87%, outperforming Random Forest 
models which achieved 85%. Finally, Naive Bayes, with its foundational simplicity and independence assumptions, resulted 
in an accuracy of 82%. The results emphasize the dominance of advanced techniques like LightGBM and LSTM in predictive 
analytics, particularly in complex financial marketing datasets. These findings provide considerable insights for optimizing 
marketing strategies through data-driven decisions. Figure 2 and Table 2 present the accuracy comparison across all 
evaluated models. Moreover, Table 2 summarizes the performance of various machine learning models tested in this study. 
Hence, LightGBM achieved the highest accuracy, demonstrating its capability to handle complex data structures, while Naive 
Bayes achieved the lowest accuracy due to its simplicity and assumptions. 

Table 2: Accuracy Scores of Machine Learning Models in Predicting Campaign Responses 

Model Accuracy 

LightGBM 96% 

LSTM 93% 

GBM 92% 

Decision Tree 89% 

SVM 87% 

Random Forest 85% 

Naïve Bayes 82% 

The performance of various machine learning models in predicting the "Campaign Response" variable was evaluated through 
confusion matrices for the model LSTM and LightGBM in pictured Figure 3 and 4, respectively. These matrices gives us a 
detailed information about true positives, true negatives, false positives, and false negatives, allowing for an in-depth analysis 
of each model's strengths and weaknesses. This detailed analysis enables a deeper understanding of each model's strengths 
and limitations, particularly in terms of how well they identify responders and non-responders. Among the tested models, 
LightGBM and LSTM demonstrated superior predictive performance, with accuracy scores of 96% and 93%, respectively. The 
high accuracy of these models underscores their effectiveness in handling complex datasets and capturing underlying 
patterns. These results highlight the importance of value of using confusion matrices alongside accuracy metrics to gain a 
comprehensive evaluation of model performance as illustrated in Figure 3 and 4. Beyond numerical accuracy, the analysis 
highlights practical implications for financial marketing strategies, where balancing the minimization of false positives and 
maximizing the identification of true responders is crucial. This approach underscores the importance of aligning model 
selection with specific campaign objectives to achieve optimal marketing outcomes. 
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Figure 2: Accuracy Comparison of Machine Learning Models for Campaign Response Prediction 

 

 

Figure 3: Confusion Matrix for LSTM Model Figure 4: Confusion Matrix for LightGBM Model       

 

The evaluation of the machine learning models' confusion matrices provided essential insights into their performance in 
predicting campaign responses. A confusion matrix breaks down predictions into four key components, each representing a 
specific outcome: 

• True Negative (TN): Customers who did not respond to the campaign and were correctly predicted by the model as 
"Did Not Respond" (top-left corner of the matrix). 

• False Positive (FP): Customers who did not respond but were incorrectly predicted by the model as "Responded" 
(top-right corner). 

• False Negative (FN): Customers who responded to the campaign but were incorrectly predicted by the model as 
"Did Not Respond" (bottom-left corner). 

• True Positive (TP): Customers who responded and were correctly predicted by the model as "Responded" (bottom-
right corner). 
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Table 3: Confusion Matrix Layout for Campaign Response Prediction 

True Labels  / Predicted Labels→  Did Not Respond (0) Responded (1) 

Did Not Respond (0) True Negative (TN) False Positive (FP) 

Responded (1) False Negative (FN) True Positive (TP) 

These components, summarized in Table 3, enable insights into the strengths and limitations of the model. This detailed 
evaluation ensures a comprehensive understanding of model performance, which is critical for aligning predictive capabilities 
with real-world financial marketing objectives. Moreover, Table 3 serves as a foundational tool for analyzing the accuracy of 
the model's predictions. By comparing the true and predicted labels, it provides insights into the model's strengths and 
weaknesses, particularly in identifying customer responses.  

Accuracy is one of the primary metrics used in this study to evaluate the overall performance of the machine learning models. 
It is calculated as the ratio of correctly predicted instances (both true positives and true negatives) to the total number of 
predictions made by the model that represented in the equation (1). This metric provides a straightforward measure of how 
well a model performs across all prediction classes. Moreover, accuracy is particularly valuable in assessing the general 
performance of models in balanced datasets. In this study, the accuracy metric was pivotal in identifying LightGBM and LSTM 
as top-performing models, with scores of 96% and 93%, respectively, highlighting their power in predicting campaign 
responses effectively. In addition to accuracy metric, this study evaluates the performance of the models using three 
additional key metrics: Precision, Recall and F1-Score. These metrics provide a more comprehensive understanding of how 
effectively the models predict customer campaign responses, particularly in scenarios where class imbalance might impact 
the interpretation of accuracy alone. Precision measures the proportion of correctly predicted positive cases (True Positives) 
out of all predicted positive cases (True Positives + False Positives). It is calculated using the formula shown in equation (2). 
It indicates how accurate the model is when it predicts a "Responded" label. Moreover, Recall measures the proportion of 
correctly predicted positive cases (True Positives) out of all actual positive cases (True Positives + False Negatives). It is 
calculated using the formula illustrated in equation (3). Recall value reflects the model's ability to identify all customers who 
actually responded to the campaign. The F1-Score, on the other hand, combines Precision and Recall into a single metric by 
calculating their harmonic mean, as shown in equation (4). This makes it particularly useful in situations where there is a need 
to balance Precision and Recall, such as when both false positives and false negatives have significant implications. A high F1-
Score indicates that the model achieves a good balance between Precision and Recall, which is crucial in financial marketing 
scenarios where both overestimating and underestimating campaign responders can impact decision-making. By 
incorporating F1-Score alongside Precision and Recall, this study ensures a more nuanced evaluation of model performance, 
providing actionable insights for optimizing marketing strategies. 

                                                                               𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                                                          (1) 

                                                                               𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                                                        (2) 

                                                                                     𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                                                        (3) 

                                                                                 𝐹1 =
2∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
                                                                                                (4) 

Table 4: Precision and Recall Metrics for LightGBM and LSTM Models 

Metrics  / Models → LightGBM LSTM 

Accuracy 96.0% 93.0% 

Precision 94.7% 87.5% 

Recall 94.7% 94.6% 

F1-score  94.7% 90.9% 
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Table 4 presents a comparative analysis of the Accuracy, Precision, Recall, and F1-score metrics for the LightGBM and LSTM 
models in predicting the "Campaign Response" target variable. Precision measures the proportion of correctly predicted 
responders out of all predicted responders, indicating the model's accuracy in positive predictions. Recall evaluates the 
proportion of correctly identified responders out of all actual responders, emphasizing the model's capability to capture true 
positives. The F1-score, calculated as the harmonic mean of Precision and Recall, provides a balanced assessment of these 
metrics, particularly useful in imbalanced datasets. The LightGBM model achieved a Precision of 87.5%, reflecting its ability 
to minimize false positives while maintaining high predictive accuracy. With a Recall score of 94.7%, it effectively identified 
almost all actual responders, resulting in a robust F1-score of 94.7%. Conversely, the LSTM model also achieved Recall (94.6%), 
accurately identifying nearly all actual responders in the dataset. However, it demonstrated a slightly lower Precision of 
87.5%, which contributed to an F1-score of 90.9%. These results underline the trade-offs between Precision, Recall, and their 
balance reflected in the F1-score when selecting models. Campaigns aiming to minimize the likelihood of false positives may 
prioritize the LightGBM model for its higher Precision and balanced F1-score. On the other hand, campaigns focused on 
identifying all potential responders could utilize the LSTM model's perfect Recall. Consequently, the choice between these 
models should align with the specific objectives and priorities of the marketing campaign. 

The strategic implications of these findings are profound. Reducing False Negatives ensures that potential customers who are 
likely to engage with a campaign are not missed, thereby improving the reach and effectiveness of marketing efforts. On the 
other hand, minimizing False Positives reduces unnecessary campaign costs by avoiding targeting uninterested customers. 
By analyzing the confusion matrix alongside traditional accuracy metrics, this study highlights the critical role of advanced 
machine learning models like LightGBM and LSTM in enhancing campaign efficiency and optimizing resource allocation. Thus, 
these insights serve as a valuable foundation for businesses aiming to use data-driven decision-making in their marketing 
strategies. 

5. DISCUSSION 

The results of this study demonstrate the significant value of machine learning models in predicting customer campaign 
responses, particularly in the domain of financial marketing. Among the models tested, LightGBM and LSTM stood out with 
accuracy scores of 96% and 93%, respectively, showcasing their ability to handle complex patterns and sequential 
relationships in customer behavior data. While both LightGBM and LSTM achieved nearly perfect Recall 94.7% and 94.6% 
respectively, reflecting their ability to identify almost all actual responders, LightGBM exhibited superior precision indicating 
its capability to minimize false positives. Consequently, LightGBM achieved a higher F1-score of 94.7%, compared to 90.9% 
for LSTM, which balances the trade-offs between precision and recall. Such differences highlight the importance of aligning 
model selection with the specific objectives of a marketing campaign, such as prioritizing responder identification or 
minimizing incorrect predictions. The inclusion of feature engineering, especially interaction terms and ratio-based features, 
significantly enhanced the explanatory power of the models. This underscores the critical role of domain knowledge in 
shaping predictive performance, as financial marketing datasets often involve intricate dependencies between variables. 
Additionally, hyperparameter tuning was instrumental in ensuring optimal model configurations, resulting in improved 
performance and fair comparisons across all models. These findings reinforce the potential of advanced machine learning 
techniques in financial marketing, offering valuable insights to refine marketing strategies and improve campaign outcomes. 

Because of the accuracy, precision, recall, and F1-score provided substantial insights, this study focused primarily on these 
metrics obtaining the target variable. However, there is an increasing need to regard more business-centric metrics, i.e. ROI 
and customer acquisition rates, to evaluate the real-world impact of predictive models on campaign outcomes. These metrics 
can provide better context arorund how models are aligned with business objectives and deliver actionable insights for 
marketing strategies. Additionally, this study’s results emphasize the usefullness of advanced machine learning techniques in 
financial marketing. The approaches provided enable organizations to make data-driven decisions for better resource 
allocation, targeting strategies, and higher rates of success in campaigns, leading to overall improvements. Nevertheless, 
challenges such as class imbalances, temporal dynamics, and the generalizability of results to real-world datasets remain 
areas for further exploration. Future research could extend these findings by integrating hybrid modeling approaches that 
combine the strengths of statistical methods with advanced machine learning algorithms to address complex patterns and 
irregular seasonality. Additionally, incorporating temporal and regional factors could provide a more granular understanding 
of customer behavior, while graph-based models could uncover relationships between customers, products, and regions. 
These guidelines and the application of these methods to diverse real-world datasets, will help to extend the practical 
usefullness of predictive models in financial marketing. 

6. CONCLUSION AND FUTURE WORK 
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In this article, the performance of machine learning models for predicting campaign response, an essential use case for 
marketing in financial sectors was scrutinized. Through the use of feature engineering, hyperparameter optimization, and the 
integration of key evaluation metrics such as accuracy, precision, recall, and F1-score, strengths and limitations of various 
machine learning approaches, including LightGBM, LSTM, and others was demonstrated. Among the models tested, 
LightGBM achieved the highest accuracy (96%), followed closely by LSTM (93%). In addition to accuracy metrics, precision, 
recall, and F1-score metrics also further emphasized the trade-offs between these models, where LightGBM showcased its 
ability to minimize false positives, while LSTM excelled in identifying all actual responders. These findings highlight the 
importance of feature engineering in uncovering insightful trends within customer behavior datasets, where interactions 
and associations can be convoluted over time. Additionally, incorporating hyperparameter tuning ensured optimal 
configurations for each model, allowing for the models to be configured in an optimal manner and enabling increased 
predictive accuracy. These results emphasize the need for a more comprehensive evaluation strategy, as accuracy alone may 
not reflect the nuances of performance in imbalanced datasets. Although the study effectively utilized accuracy, precision, 
recall, and F1-score metrics, it also identified opportunities for further refinement. The limitations observed in some models, 
particularly regarding their ability to balance false positives and false negatives, highlight the importance of tailoring model 
selection to the specific objectives of marketing campaigns. For instance, campaigns aiming to maximize responder 
identification might prioritize models with higher recall, while those focused on minimizing false positives could benefit from 
models with higher precision. 

With the insights derived from this study, future research can explore several promising directions to further enhance the 
predictive capabilities of machine learning models in financial marketing. One important direction is the integration of 
advanced metrics, such as ROI and customer acquisition rates, that would allow for a direct understanding of the financial 
impact of predictive modelling and deliver practical insights for campaign planning. Additionally, hybrid modeling approaches 
that integrate traditional statistical methods with machine learning algorithms can overcome the limitations of independent 
models while enhancing robustness in cases of complex patterns or irregular seasonality. Incorporating temporal and 
regional dynamics in future analyses will allow for exploration of how customer behavior may vary across time and 
geographic regions. Furthermore, the integration of graph-based models could uncover relationships between customer 
segments, products, and regions, offering deeper insights into sales dynamics and cross-selling opportunities. While this study 
focused on simulated data, applying these methodologies to real-world datasets across various industries will test their 
generalizability and uncover industry-specific insights. Automated feature engineering, applying frameworks such as AutoML, 
could streamline the discovery of hidden patterns and interactions, further enhancing model performance. Considering these 
aspects, future research can expand on the current findings to create more effective and actionable predictive models, 
ultimately driving improved marketing strategies and greater business impact. 

REFERENCES  

Akhavan, F., & Hassannayebi, E. (2024). A hybrid machine learning with process analytics for predicting customer experience in online 
insurance services industry. Decision Analytics Journal, 11, 100452. 

Al-Mashraie, M., Chung, S. H., & Jeon, H. W. (2020). Customer switching behavior analysis in the telecommunication industry via push-pull-
mooring framework: A machine learning approach. Computers & Industrial Engineering, 144, 106476. 

Alizamir, S., Bandara, K., Eshragh, A., & Iravani, F. (2022). A Hybrid Statistical-Machine Learning Approach for Analysing Online Customer 
Behavior: An Empirical Study. arXiv preprint arXiv:2212.02255.  

Anh, N. N. T. N., Giang, P. T. H., Giang, V. C., An, N. B. T., Dat, N. P., Ai, H. T. N., & Nguyen, H. Q. (2022). Applying machine learning methods 
to analyze customer comments about fresh food on e-commerce platforms in Vietnam. Science & Technology Development Journal: 
Economics-Law & Management, 6(4), 3682-3690. 

Bi, J. W., Liu, Y., Fan, Z. P., & Cambria, E. (2019). Modelling customer satisfaction from online reviews using ensemble neural network and 
effect-based Kano model. International Journal of Production Research, 57(22), 7068-7088. 

Blodgett, J. G., Wakefield, K. L., & Barnes, J. H. (1995). The effects of customer service on consumer complaining behavior. Journal of services 
Marketing, 9(4), 31-42. 

Brei, V. A. (2020). Machine learning in marketing: Overview, learning strategies, applications, and future developments. Foundations and 
Trends in Marketing, 14(3), 173-236. 

Breiman, L. (1984). Classification and regression trees. Monterey, CA: Wadsworth and Brooks/Cole Advanced Books & Software. 

Breiman, L. (2001). Random forests. Machine Learning, 45(1), 5–32. https://doi.org/10.1023/A:1010933404324.  

Chaubey, G., Gavhane, P. R., Bisen, D., & Arjaria, S. K. (2023). Customer purchasing behavior prediction using machine learning classification 
techniques. Journal of Ambient Intelligence and Humanized Computing, 14(12), 16133-16157. 

https://doi.org/10.1023/A:1010933404324


 

Journal of Management, Marketing and Logistics - JMML (2025), 12(1), 35-46                                                               Ekiz-Yilmaz 

 

 
 

____________________________________________________________________________________________________
DOI: 10.17261/Pressacademia.2025.1969                                               46 

 
 
 

Cortes, C., & Vapnik, V. (1995). Support-vector networks. Machine Learning, 20(3), 273–297. https://doi.org/10.1007/BF00994018.  

Cuffie, H. G., Najar, R. I., & Khasawneh, M. T. (2020). Topic modeling for customer returns retail data. In IIE Annual Conference. Proceedings 
(pp. 1-6). Institute of Industrial and Systems Engineers (IISE). 

Duong, Q. H., Zhou, L., Van Nguyen, T., & Meng, M. (2025). Understanding and predicting online product return behavior: An interpretable 
machine learning approach. International Journal of Production Economics, 280, 109499. 

Ebrahimi, P., Basirat, M., Yousefi, A., Nekmahmud, M., Gholampour, A., & Fekete-Farkas, M. (2022). Social networks marketing and consumer 
purchase behavior: The combination of SEM and unsupervised machine learning approaches. Big Data and Cognitive Computing, 6(2), 35. 

Fornell, C., Mithas, S., Morgeson III, F. V., & Krishnan, M. S. (2006). Customer satisfaction and stock prices: High returns, low risk. Journal of 
marketing, 70(1), 3-14. 

Friedman, J. H. (2001). Greedy function approximation: A gradient boosting machine. Annals of Statistics, 29(5), 1189–1232. 
https://doi.org/10.1214/aos/101320345.  

Gupta, R., & Pathak, C. (2014). A machine learning framework for predicting purchase by online customers based on dynamic pricing. Procedia 
Computer Science, 36, 599-605. 

Herhausen, D., Bernritter, S. F., Ngai, E. W., Kumar, A., & Delen, D. (2024). Machine learning in marketing: Recent progress and future research 
directions. Journal of Business Research, 170, 114254. 

Hochreiter, S., & Schmidhuber, J. (1997). Long short-term memory. Neural Computation, 9(8), 1735–1780. 
https://doi.org/10.1162/neco.1997.9.8.1735.  

Joung, J., & Kim, H. (2023). Interpretable machine learning-based approach for customer segmentation for new product development from 
online product reviews. International Journal of Information Management, 70, 102641. 

Ke, G., Meng, Q., Finley, T., Wang, T., Chen, W., Ma, W., Ye, Q., & Liu, T. Y. (2017). LightGBM: A highly efficient gradient boosting decision 
tree. In Proceedings of the 31st International Conference on Neural Information Processing Systems (pp. 3146–3154).  

Le, H. S., Do, T. V. H., Nguyen, M. H., Tran, H. A., Pham, T. T. T., Nguyen, N. T., & Nguyen, V. H. (2024). Predictive model for customer 
satisfaction analytics in e-commerce sector using machine learning and deep learning. International Journal of Information Management 
Data Insights, 4(2), 100295. 

Ma, L., & Sun, B. (2020). Machine learning and AI in marketing–Connecting computing power to human insights. International Journal of 
Research in Marketing, 37(3), 481-504. 

Machado, L., & Goswami, S. (2024). Marketing sustainability within the jewelry industry. Journal of Marketing Communications, 30(5), 619-
634. 

Mondal, T., Jayadeva, S. M., Pani, R., Subramanian, M., & Sumana, B. K. (2022). E marketing strategy in health care using IoT and Machine 
Learning. Materials Today: Proceedings, 56, 2087-2091. 

Munde, A., & Kaur, J. (2024). Predictive modelling of customer sustainable jewelry purchases using machine learning algorithms. Procedia 
Computer Science, 235, 683-700. 

Ramachandran, K. K. (2020). Predicting supermarket sales with big data analytics: a comparative study of machine learning techniques. 
Journal ID, 6202, 8020. 

Rust, R. T. (2020). The future of marketing. International Journal of Research in Marketing, 37(1), 15-26. 

Sarker, I. H., Kayes, A. S. M., & Watters, P. (2019). Effectiveness analysis of machine learning classification models for predicting personalized 
context-aware smartphone usage. Journal of Big Data, 6(1), 1-28. 

Sheykh Abbasi, B., Abdolvand, N., & Rajaee Harandi, S. (2022). Predicting Customers’ Behavior Using Web-Content Mining and Web-Usage 
Mining. International Journal of Information Science and Management (IJISM), 20(3), 141-163. 

Singh, M. (2024). Machine Learning in Marketing Analytics, International Journal of Enhanced Research in Management & Computer 
Applications, 13(4), 63-70.  

Xu, Z., Zhu, G., Metawa, N., & Zhou, Q. (2022). Machine learning based customer meta-combination brand equity analysis for marketing 
behavior evaluation. Information Processing & Management, 59(1), 102800. 

Yaiprasert, C., & Hidayanto, A. N. (2023). AI-driven ensemble three machine learning to enhance digital marketing strategies in the food 
delivery business. Intelligent Systems with Applications, 18, 200235. 

https://doi.org/10.1007/BF00994018
https://doi.org/10.1214/aos/101320345
https://doi.org/10.1162/neco.1997.9.8.1735

