ABSTRACT

Purpose: Investors benefit from a large number of information resources in order to maximize their earnings from financial instruments they have invested. One of the resources that investors benefit from is financial ratio information which they obtain by analyzing firms’ financial statements. Accordingly, the aim of this study is to determine if there is a relationship between stock prices and profitability ratios which take place in financial statements and also to analyze if profitability ratios can be directive indicator while investing in stocks with the aim of maximizing earnings.

Methodology: In this research, panel data regression analysis was applied between lagged stock prices of firms in ISE100 and their profitability ratios including gross profit margin, operating profit margin, net profit margin, return on asset and return on equity. Once we had decided that fixed effects model is convenient for our research, the model was estimated by Driscoll-Kraay Estimator which produce robust standard errors.

Findings: According to result of our analysis, it was determined that there is a positive linear relationship between firms’ net profit margin and their stock prices.

Conclusion: It was concluded that while making investment decisions, taking net profit margin into consideration can contribute to investors’ earnings.
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1. INTRODUCTION

Stock certificates take important place in investment instruments (Arkan, 2016, p. 20). In 2016, the total trading volume of Istanbul Stock Exchange markets increased by 9.4% compared to year 2015 and reached 13,02 trillion TL. The stock market constitutes 7.8% of all investment instruments in 2017 was realized in ISE100 index (http://www.tuik.gov.tr). Additionally, the highest return of all investment instruments in 2017 was realized in ISE100 index (http://www.tuik.gov.tr). In general, investors aim to get dividend yield generating from firms’ profitability and as well as to get capital gain from the increasing value of the stock by investing in stocks. In order to maximize earnings, investors can benefit from financial ratios. Financial ratios should also be included into decision-making process on behalf of pursuing right investment strategy. One of the financial ratio items based on financial statements is the profitability ratios of the companies. In other words, profitability ratios can be guiding factors for the investors in the preference of stocks they will invest in (Eka, Purnamasari, Purnamasari and Gautama, 2016, p. 157) (Ferrer and Tang, 2016, p. 104) (Mokhtar, Shuib and Mohamad, 2014, p. 348).

Because of the fact that stock certificates are very risky investment instruments, it is necessary to know the factors affecting stock prices (Ayaydın and Dağlı, 2012: p.46). Predicting future stock prices is significant from the point of investment’s expected return. Reliability of future stock price predictions requires to specify factors affecting stock prices in accurate and meaningful way (Güngör and Yerdelen Kaygın, 2015, p.151). It is known that there are macro-economic factors or some other factors such as dividend payments which affect stock prices in the capital markets (Demir, 2001, p. 109-112) (Çoşkun, Kasım and Muhammed, 2016, p. 61) (Ullah, Sagip and Usman, 2016, p. 2). Firm-specific factors which have an important place in these, need to be considered within the scope of...
fundamental analysis by the investors who want to invest in stock certificates (Kaya and Öztürk, 2015, p. 38). Profitability ratios, one of the firm-specific factors, are considered as an important factor that investors take into account when deciding on stock investment (Sharif, Purohit and Pillai, 2015, p. 207-209) (Aktas and Unal , 2015, p. 2). According to this, the aim of this study is to analyze the relationship between profitability ratios and stock prices in terms of obtaining expected return of investor's stock investment and also to examine whether profitability ratios can be directive indicator in investment decisions. The main difference of this study from other studies is that capital gain was taken into consideration as a return of stock investment. Differences in companies' dividend payment dates, inability to pay dividend payments in case firms does not make a profit and increase in stock prices although the company faces loss engendered an emphasis on capital gains. In this regard, ISE-100 companies which are more frequently traded involved in our sample. The analysis was carried out with 87 companies. In the following sections of the study, firstly literature was reviewed, national and international studies were examined extensively. Then, in addition to research hypothesis and model, data set and method were mentioned. Finally, results were evaluated after research findings and discussions had presented in details. In this context, it is expected that results of the study can make a contribution to ISE investors and the literature.

2. LITERATURE REVIEW

The relationship between the financial ratios of the companies and the performance of stock certificates has been a subject of a large number of studies until this time (Narayan and Reddy, 2016, p. 195). When the literature relating to the subject was reviewed, studies based on profitability ratios can be grouped into two groups as stock price and stock return studies. There are a wide range of studies that examine the relationship between stock returns and firms' profitability ratios, however, the studies of the relationship between share price and profitability rates are in more limited numbers. These studies comprise of different research areas in terms of methods and profitability ratios used, sectors, number of firms and periods. For instance, Cengiz and Puskül (2016) tried to identify profitability ratios which are related with stock returns; Parlakkaya and Kahraman (2017) investigated the effects of accounting information on explanation of stock prices. While using ISE-100 index companies as a base, researchers Karaca and Başçı (2011) chose firms that are persistent in ISE-30. On the other hand, Aydemir, Ögel and Demirtaş (2012), also Kaya and Öztürk (2015) split companies into sectors and then analyzed them. In the context of these studies, selected indexes and sectors differ in terms of the number of companies dealt with and in the periods in which the study's data set was formed. Generally, studies have similar empirical findings. Some of these studies are given below

Parlakkaya and Kahraman (2017), did research with the data set of 77 firms which place in ISE-100 index between the years 2012-2015 so as to determine the degree of explanation of stock prices with firms' accounting information. In the research, earnings per share and book value per share was taken into consideration as independent variables and share price was considered as dependent variable. At the end of the panel data regression analysis, they indicated that stock price movements are directly proportional to profitability ratios. In other words, accounting information obtained from the company's balance sheet and income statements have a role in explaining stock prices of the firm.

Cengiz and Puskül (2016) revealed the relationship between profitability and stock returns by identifying that increase in profitability of equity and gross sales margin lead to increase in stock returns whereas increase in operating profit margin result in decrease in stock prices. Arkan (2016) examined the significance of financial ratios in order to predict stock price trends in emerging markets. In Kuwaiti financial market between the years 2005-2014, prediction power of 12 financial ratios was analyzed based upon data set of 15 firms' which take place in three different sectors. As a result, it was found that the most effective ratios are ROA, ROE, price-to-earnings ratio and earnings per share in service and investment sector. Sevim (2016) studied the effect of financial ratios including the sales, asset and equity profitability ratios on stock returns over 32 manufacturing entities. Finally, this study revealed that there is no statistically significant relationship between these profitability ratios and stock returns.

Sharif, Purohit and Pillai (2015) analyzed panel data set of 41 firms traded in Bahrain Stock Exchange during the period 2006-2010. In this study which firm size was used as a control variable, effects of entity-specific variables such as return on equity, book value per share, earnings per share, dividend per share, dividend yield, price earnings, debt to assets on market price of stocks was analyzed. Results of the study indicates that, return on equity, book value per share, dividend per share, dividend yield, price earnings ratio and firm size variables are important determinants of stock prices in Bahrain Stock Exchange. In Aktas and Unal (2015)'s research that is related with insurance companies, researchers tried to confirm whether there is a relationship between stock prices and three groups of efficiency ratios including cost, revenue and profit. Sampling period comprises of 2005Q1-2012Q4. As a consequence, meaningful relationships between efficiency ratios and stock prices were ascertained and also profitability ratios are more powerful than other ratios. Kaya and Öztürk (2015) examined the relationship between profits and stock prices of BIST Food, Beverage and Tobacco Sector within the period of 2000-2013. According to result of the analysis, profits and stock prices are cointegrated and it is revealed that there is a one-way causality from return on assets and net profit margin to stock prices; in addition, there is a bidirectional causality between net operating profitability and stock prices.

Kohansal, Dadrasmoghaddam, Karmozdi and Mohseni (2013) carried out a study which investigates the relationship between food companies traded in Iran Stock Exchange and their stock prices with the data set from 1992 to 2010. As independent variables they used liquidity ratio (current ratio), activity ratio (asset turnover), profitability ratio (return on assets and return on equity), financial leverage ratio (debt ratio); and also, as dependent variable they used stock prices. Consequently, stock prices react positively and meaningfully against current ratio, ROA and ROE shocks. Although they react positively and meaningfully against financial leverage ratios in the beginning, it fluctuates afterwards.

Aydemir, Ögel and Demirtaş (2012) tried to determine financial ratios that are effective in specifying stock prices by using the data set of 73 companies in the manufacturing sector from the year 1990 to 2009. At the end of the study, it is determined that financial ratios' effect on determining stock prices is low, however, net profit margin, return on equity and operating profit margin affects stock returns positively and statistically meaningful.
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In the Karaca and Başçı (2011)’s studies, financial ratios related with stock returns was examined. The data set includes 14 companies traded in ISE-30 between the years 2001 and 2009. At the end of the study, they confirmed that there is a meaningful relationship between stock returns and profitability ratios that are net profit margin and operating profit margin. Aktaş (2008) found that the stock certificates traded in the ISE during 2003-2006 are positively correlated with the gross profit / sales and net profit / sales ratios. Demir (2001), in the study examining firm level factors that determine financial sector stock prices, found that market value/book value is the most effective entity-specific determinant that determine financial sector stock prices. After this, earnings per share, price/earnings ratio and return on asset ranked. On the other hand, net profit growth rate, transaction rate and dividend payout ratio affects stock prices less than previous ratios. After Chu and Lim (1998) had evaluated the cost and profit efficiency of six banks in Singapore between 1992-1996, they indicated that changes in stock prices reflect changes in profit rather than changes in cost efficiencies.

3. RESEARCH HYPOTHESIS AND THE MODEL

Fundamental motivation of this research is that according to existence of relationship between profitability ratios announced by stock exchange companies traded in financial markets and the stock prices, these ratios can be a directive factor for investors' investment decisions. In this context, the basic hypothesis to be tested is as follows;

H₀: There is no relationship between profitability rates and stock prices
H₁: There is a relationship between profitability rates and stock prices

In addition to the basic hypothesis, the relationship between each profit rate and the stock price was also tested. Considering the hypothesis, the model that was created in the research is as shown in Figure-1 below.

According to this, in the study, panel regression analysis was implemented between the lagged values of the stock price and the profitability ratios obtained from the balance sheet of the firms. Here in the analysis, NPM, OPM, GPM, ROA and ROE profitability ratios which are thought to affect stock prices were used. In other words, the question of which ratio investors look at while making investment decision was tried to be answered.

4. DATA SET AND THE METHODOLOGY

The data set of variables included in the research obtained from Finnet Analysis Expert¹ software program. Data values that belong to variables of 87 companies traded in ISE-100 were taken in consideration in dollar² basis in order to purify from the effects such as seasonality and inflation.

While forming data set, quarterly profit figures during the period of 2012:12-2017:03 was used. Aktaş and Ünal, formed their study’s data set with the quarterly data, as well. While creating stock price data, the lagged values were taken into account as 1 month, 2 months and 3 months after each quarter period³. 1566 observations were obtained by using panel data set. In order to increase significance level, firm size which was considered as company’s market value was used as a control variable (Sharif, Purohit, and Pillai, 2015, p.210). While the logarithmic transformation of the firm size variable is used in the analyzes, the proportional values in percentage were used for all other variables. The data and resources analyzed are given in Table 1.

---

¹ Finnet Analiz Expert is the licensed financial analysis software program which allows users to prepare reports of detailed data sets relating to Turkish capital market instruments in excel format. http://www.analizexpert.com/Tr
² CBRT effective buying rates was taken into consideration as an exchange rate.
³ For instance, while forming the data set of first quarter, forth month value was considered for the 1 month lagged stock prices; fifth month value was taken for the 2 months lag and sixth month value for the 3 months lagged stock prices.
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In the scope of research methodology, first of all, dependency between cross sections (firms) was examined by Pesaran (2004) CD test. The main basis of this test is N-T principle. In the study, there are 18 periods/years (T) which cover 2012-2017:03 and 87 firms (N), therefore Pesaran (2004) CD test’s conditions were provided (Wu, Liu and Hsueh, 2016, p. 114) (Le, Kim and Lee, 2016, p. 1053)(Hepaktan & Çınar, 2012, p. 48). Stationary of series was tested by unit root tests. Variables used in analyzes have to be stationary so that they do not cause spurious relationships in panel data analysis (Şak, 2015, p. 203-204). Due to the fact that cross-sectional dependency exists between variables, they were tested by Pesaran (2007) which is one of the second generation panel unit root tests (Hamit-Haggard, 2012, p. 361). This test uses one of the Augmented Dickey-Fuller regression models which is extended with horizontal cross section analysis. For that reason, it is also called Cross-Sectionally Augmented Dickey-Fuller (CADF) test (Tatoglu, 2016, p. 223).

In order to increase predictive power of the analysis, extreme values in series were excluded. Because of using balanced panel data set, companies which have incorrect or extreme values were excluded completely. Therefore, 87 firms in ISE-100 were suitable for the analysis. Descriptive statistics of the series of variables used in the analysis are shown in Table 2.

As seen in Table 2, GPM has the highest mean value among other variables used in analysis. Therefore, having the lowest mean value for NPM is normal. When we look at the monthly basis lagged stock prices, it can be seen that mean values are around 4. Statistical values belong to price variable is very close to each other. In addition, ROE has the highest volatility whereas ROA has the lowest one. In terms of kurtosis values, it can be said that all variables are steeper than the normal distribution. When the skewness values are examined, it is seen that the variables except for ROA and ROE are inclined to the right. Moreover, Jarque-Bera values indicate that the series belong to variables are not normally distributed.

In the scope of research methodology, first of all, dependency between cross sections (firms) was examined by Pesaran (2004) CD test. The main basis of this test is N-T principle. In the study, there are 18 periods/years (T) which cover 2012-2017:03 and 87 firms (N), therefore Pesaran (2004) CD test’s conditions were provided (Wu, Liu and Hsueh, 2016, p. 114) (Le, Kim and Lee, 2016, p. 1053)(Hepaktan & Çınar, 2012, p. 48-49). Stationary of series was tested by unit root tests. Variables used in analyzes have to be stationary so that they do not cause spurious relationships in panel data analysis (Şak, 2015, p. 203-204). Due to the fact that cross-sectional dependency exists between variables, they were tested by Pesaran (2007) which is one of the second generation panel unit root tests (Hamit-Haggard, 2012, p. 361). This test uses one of the Augmented Dickey-Fuller regression models which is extended with horizontal cross section analysis. For that reason, it is also called Cross-Sectionally Augmented Dickey-Fuller (CADF) test (Tatoglu, 2016, p. 223).

Panel regression model was established in order to test which profitability ratios are effective in explaining changes of stock prices. Parlakkaya and Kahraman (2017), Cengiz and Püskül (2016), Sevim (2016), Sharif, Purohit and Pillai (2015), Khan (2011) also examined their studies with the panel data. Estimation method to be used was determined according to the presence of unit and time effects of the series. After that, basic assumptions such as heteroskedasticity (non-constant variance), autocorrelation and cross-section dependency were tested in the generated model. It was decided to use a robust estimator based on whether the model tested provides assumptions for panel data models. The econometric model to be tested according to the basic hypothesis of the research is as follows:

\[ SP = (PR, CV) \]

Here, as a basic model specification; SP symbolizes stock price which is dependent variable of the model; PR represents profitability ratios that is explanatory variable and CV stands for control variable. Considering the relationship between dependent and independent variable,
control variable was used in order to increase the explanatory power of the model. The econometric models generated in the context of hypotheses to be tested in the research, derived from the general model, are as follows:

\[ P_{(d1)} = \alpha + \beta_1 \text{GPM}_i + \beta_2 \text{OPM}_i + \beta_3 \text{NPM}_i + \beta_4 \text{ROA}_i + \beta_5 \text{ROE}_i + \beta_6 \text{LogFS}_i + \varepsilon_{it} \]  \( i=1 \ldots N \) Model-1(M1)

\[ P_{(d2)} = \alpha + \beta_1 \text{GPM}_i + \beta_2 \text{OPM}_i + \beta_3 \text{NPM}_i + \beta_4 \text{ROA}_i + \beta_5 \text{ROE}_i + \beta_6 \text{LogFS}_i + \varepsilon_{it} \]  \( i=1 \ldots N \) Model-2(M2)

\[ P_{(d3)} = \alpha + \beta_1 \text{GPM}_i + \beta_2 \text{OPM}_i + \beta_3 \text{NPM}_i + \beta_4 \text{ROA}_i + \beta_5 \text{ROE}_i + \beta_6 \text{LogFS}_i + \varepsilon_{it} \]  \( i=1 \ldots N \) Model-3(M3)

In the analysis of relationship between profitability ratios and stock prices, three different models were formed by using 1,2 and 3 months lagged (d1, d2, d3) stock prices as dependent variables. The main reason for using lagged values is that investors do not immediately respond to profitability ratios declared by the companies. Furthermore, quarterly GPM, OPM, ROA, ROE and NPM values were used as independent variables. All analyses were implemented by E-Views 8 and Stata 14.1 statistical software package programs.

### 5. RESEARCH FINDINGS AND DISCUSSION

First generation unit root tests base on the cross-sectional dependency assumption. Therefore, it assumes that there is no correlation between units. However, cross-sectional dependency requires to be tested because of the probability of having unit or time effects in panel data models. This situation is statistically significant due to the fact that the distributions and t statistics on which traditional tests are based, are valid under cross-sectional independency (Ilgün, 2016, p. 80). From a financial point of view, when an economic development is likely to affect businesses as cross-sectional units and thus affecting businesses operating in the same ecosystem (for example being traded in the same stock exchange), second generation panel unit root tests based on the assumption of cross-sectional dependency require to be used (Hurlin and Mignon, 2007, p. 3).

#### Table 3: Cross-Sectional Dependence Test Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>Pesaran (2004) CD test</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPM</td>
<td>10.67</td>
<td>0.000</td>
</tr>
<tr>
<td>OPM</td>
<td>7.78</td>
<td>0.000</td>
</tr>
<tr>
<td>NPM</td>
<td>3.31</td>
<td>0.001</td>
</tr>
<tr>
<td>ROA</td>
<td>40.43</td>
<td>0.000</td>
</tr>
<tr>
<td>ROE</td>
<td>36.62</td>
<td>0.000</td>
</tr>
<tr>
<td>P1</td>
<td>35.08</td>
<td>0.000</td>
</tr>
<tr>
<td>P2</td>
<td>35.20</td>
<td>0.000</td>
</tr>
<tr>
<td>P3</td>
<td>35.52</td>
<td>0.000</td>
</tr>
<tr>
<td>fs</td>
<td>36.89</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 3 demonstrates cross-sectional dependence test results. The null hypothesis of cross-sectional independence was rejected. According to this, it was decided that cross-sectional dependency exists in series because of being p-value less than 0.05. In this situation, cross-sectional dependency was observed in profitability ratios of 87 firms trading in stock exchange. With this result, panel unit root tests which take cross-sectional dependency into consideration were used to make effective prediction. In this respect, Pesaran (2007) CADF unit root test results of variables are given in Table 4.

#### Table 4: CADF Unit Root Test Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>Pesaran 2007 table critical values***</th>
<th>t-bar</th>
<th>p value</th>
<th>t-bar</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPM</td>
<td>cv10(%10) cv5 (%) cv1(%1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-2.090</td>
<td>0.936</td>
<td>-3.118</td>
<td>0.000</td>
</tr>
<tr>
<td>OPM</td>
<td></td>
<td>-1.817</td>
<td>1.000</td>
<td>-3.124</td>
<td>0.000</td>
</tr>
<tr>
<td>NPM</td>
<td></td>
<td>-2.329</td>
<td>0.348</td>
<td>-2.803</td>
<td>0.000</td>
</tr>
<tr>
<td>ROA</td>
<td></td>
<td>-2.221</td>
<td>0.682</td>
<td>-2.531</td>
<td>0.022</td>
</tr>
<tr>
<td>ROE</td>
<td></td>
<td>-2,530</td>
<td>-2,590</td>
<td>-2,720</td>
<td>-2,682</td>
</tr>
<tr>
<td>P1</td>
<td></td>
<td>-1,923</td>
<td>0.998</td>
<td>-2,851</td>
<td>0.000</td>
</tr>
<tr>
<td>P2</td>
<td></td>
<td>-1,791</td>
<td>1.000</td>
<td>-2,582</td>
<td>0.008</td>
</tr>
<tr>
<td>P3</td>
<td></td>
<td>-1,554</td>
<td>1.000</td>
<td>-2,689</td>
<td>0.000</td>
</tr>
<tr>
<td>fs</td>
<td></td>
<td>-1,815</td>
<td>1.000</td>
<td>-2,761</td>
<td>0.000</td>
</tr>
</tbody>
</table>

* The model with constant and trend was used.
** Lag lengths are determined according to the Schwarz information criterion.
*** The critical values of CADF statistic are considered as -2,530 (10%), -2,590 (5%) and -2,720 (1%) in the constant and trend model (Pesaran 2007, Table 1-b, p. 275).

Considering the results in Table-4, when t-bar statistic values of all other variables except for ROE are compared with both 1%, 5% and 10% critical table values and the related p values are more than 0.005; it can be seen that the null hypothesis can not be rejected. Accordingly, it can be concluded that except for ROE, all the variables used in the analysis are not stationary at level and contains unit root I(0). When these results are taken into account, while providing stationarity of GPM and OPM by taking second degree differences [respectively, - 3,118 I(2) and -3,124 I(2)]; stationarity of other variables' series was provided by taking first degree differences [respectively, -2,803 I(1), -2,851 I(1), -2,582 I(1), -2,689 I(1), -2,761 I(1)]
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2,531 (1), -2,851 (3), -2,582 (1), -2,689 (1) and -2,761 (1)). Consequently, it has been found that ROA is statistically significant at 5% significance level and the other variables in series are statistically significant at 10% significance level.

Primarily, it is important that estimation method to be used in the panel regression model requires to be specified in order to test which profitability ratios are effective in explaining changes of stock prices. In general, pooled regression, fixed effect regression and random effect regression models which reveal data aggregation are used. These models perform with the assumption that cross-sectional dependency, autocorrelation or non-constant variance does not exist (Mert, 2016, p. 135). If one or more of these assumptions are found, the loss of efficiency in the predicted variables and the incorrect predictions of standard errors will be reached. For this reason, after the model is estimated, it is tested whether these assumptions are valid (Un, 2015, p. 71). In the absence of unit and/or time effects in the error term, in other words, if the observation are homogeneous, the pooled regression model is preferred, however, if the model has unit and/or time effects, it is more convenient to use the fixed or random effects model (Tatoglu, 2016, p. 40-45). In this point, the Breusch-Pagan (1980) Lagrange Multiplier (LM) test was used to make a choice between the pooled and random effect panel data models in the panel regression model. The Breusch-Pagan LM (1980) test examines the existence of individual heterogeneity. In other words, it tests whether the estimated pooled least squares model is suitable, against to the random effects model. This test is based on the hypothesis that the variance of random unit effects is zero (Yerdelen Tatoglu, 2016: 178). Table 5 demonstrates Breusch-Pagan LM (1980) test results.

### Table 5: Breusch-Pagan LM (1980) Test Results

<table>
<thead>
<tr>
<th>Test Used</th>
<th>Model-1</th>
<th>Model-2</th>
<th>Model-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breusch Pagan(1980)</td>
<td>8478,12</td>
<td>8467,95</td>
<td>8548,74</td>
</tr>
<tr>
<td>p value</td>
<td>0,000</td>
<td>0,000</td>
<td>0,000</td>
</tr>
</tbody>
</table>

As a result of the LM test, at 1 degree of freedom, the test statistic chi-square value was 8478,12 for Model-1 and p-value was 0,000 at 1% significance level. According to these results, the null hypothesis that the variance of unit effects is equal to zero is rejected and it is determined that the pooled model is not convenient for the analysis. In other words, since it is determined that unit and/or time effects exist in the formed panel data model, it has come to the stage of deciding whether these effects are fixed or random. After this stage, Hausman (1978) test was used to choose between fixed effect and random effect panel data models. Hausman test, examines the basic hypothesis that random effects estimator is valid, by chi-squared distribution with k degrees of freedom (Tatoglu, 2016, p. 185). Table 6 shows Hausman (1978) test results.

### Table 6: Hausman (1978) Test Results

<table>
<thead>
<tr>
<th>Test Used</th>
<th>Model-1</th>
<th>Model-2</th>
<th>Model-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hausman(1978)</td>
<td>30,39</td>
<td>19,47</td>
<td>11,55</td>
</tr>
<tr>
<td>p value</td>
<td>0,000</td>
<td>0,003</td>
<td>0,072</td>
</tr>
</tbody>
</table>

As a result of the analysis, for the Model-1 Hausman test statistics is 30,39 and p-value was found 0,000. According to these results, random effect model estimator is biased. Therefore, explanatory variables and unit(time) effects are correlated, so it is determined that fixed effect panel data model is more convenient for analyzes.

Cross-sectional dependency, autocorrelation and non-constant variance problems related to fixed effect model in the panel data model in which relationship between profitability ratios and stock prices was examined, were tested. The model has to meet all these assumptions. With this purpose, non-constant variance problem was tested via Modified Wald test (Greene, 2002, p. 324). This test examines the null hypothesis that the variance of each unit is equal to the panel average. It is tested whether the variance changes according to the units (Un, 2015, p. 78). Baltagi-Wu (1999) LBI test and Bhargava, Franzini and Narendranathan (1982) Durbin Watson d tests were used concerning the existence of autocorrelation in the model. Both these tests are used in fixed effect model as well as random effect model. In both tests, the null hypothesis is that the autocorrelation coefficient is equal to zero, and the alternative hypothesis is that autocorrelation exists in the first difference (AR1). Finally, Pesaran (2004) CDLM test was used because of having cross-sectional dependency (N>T) in the model. The null hypothesis reveals that there is no cross-sectional independence. In this respect, the test results for the validity of the three basic assumptions are given in Table 7 below.

### Table 7: Modified Wald, LBI Durbin Watson d, CD LM Test Results

<table>
<thead>
<tr>
<th>Assumption Tested</th>
<th>Test Used</th>
<th>Test Statistics</th>
<th>P Value / Critical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Model-1</td>
<td>Model-2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Model-1</td>
<td>Model-2</td>
</tr>
<tr>
<td>Non-constant Variance</td>
<td>Modified Wald</td>
<td>1.4e+05</td>
<td>72373.85</td>
</tr>
<tr>
<td>Autocorrelation</td>
<td>LBI</td>
<td>0,89401359</td>
<td>0,84356187</td>
</tr>
<tr>
<td></td>
<td>Durbin Watson d</td>
<td>0,71545896</td>
<td>1,0350796</td>
</tr>
<tr>
<td>Cross-Sectional Dependence</td>
<td>CD LM</td>
<td>8.384</td>
<td>27,856</td>
</tr>
</tbody>
</table>

When Table-7 was examined, according to Modified Wald test results, it is seen that there is a non-constant variance problem within the scope of Model-1 because of being the p value<0,000. LBI and Durbin Watson d tests, also indicate that there is autocorrelation in the models due to the fact that values are below 2. Moreover, CD LM test results reveal that cross-sectional independency was not met in the

---

1. The similar results were also obtained in Model-2 and Model-3.
2. The similar results were also obtained in Model-2 and Model-3 (10% significance level).
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In conclusion, none of the test assumptions could be provided. In the presence of at least one of heteroskedasticity (non-constant variance), autocorrelation and correlations between units, predictions are inconsistent but effective. Therefore, standard errors should be corrected without making changes in parameter predictions, in other words, robust standard errors should be obtained (Dücan & Akal, 2017, p. 70). In this situation, estimator to be used in the model has to be robust estimator. Hence, the model was analyzed with the Driscoll and Kraay estimator that generates robust standard errors. The Driscoll and Kraay estimator generates standard error terms based on the averages of the cross-sectional units, irrespectively from N number (Tatoğlu, 2016, p. 278). Therefore, after Driscoll and Kraay test, removed three biases in the model, had implemented, the ultimate model was formed. The model in which the stock price ratios are explained by the profitability ratios, is estimated by Driscoll-Kraay (1998) estimator and the test results are given in Table 8.

The similar results were also obtained in Model-2 and Model-3.

Table 8: Driscoll-Kraay Estimator and the Test Results

<table>
<thead>
<tr>
<th></th>
<th>Model-1</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coeff</td>
<td>Std. Error</td>
<td>t Value</td>
<td>P&gt;</td>
</tr>
<tr>
<td>GPM</td>
<td>0.0095</td>
<td>0.0138</td>
<td>0.69</td>
<td>0.500</td>
</tr>
<tr>
<td>OPM</td>
<td>0.0176</td>
<td>0.0110</td>
<td>-1.60</td>
<td>0.127</td>
</tr>
<tr>
<td>NPM</td>
<td>0.0140</td>
<td>0.0042</td>
<td>3.30</td>
<td>0.004</td>
</tr>
<tr>
<td>ROA</td>
<td>0.0170</td>
<td>0.0167</td>
<td>-1.02</td>
<td>0.324</td>
</tr>
<tr>
<td>ROE</td>
<td>0.0015</td>
<td>0.0008</td>
<td>-1.76</td>
<td>0.096</td>
</tr>
<tr>
<td>Fs</td>
<td>7.6048</td>
<td>0.3204</td>
<td>23.73</td>
<td>0.000</td>
</tr>
<tr>
<td>Constant</td>
<td>62.453</td>
<td>2.6635</td>
<td>-23.45</td>
<td>0.000</td>
</tr>
</tbody>
</table>

According to analysis results, all three models are statistically significant at the 1% significance level. This result indicates that all variables in the models are significant as a whole. R² value obtained with the Driscoll-Kraay estimator of Model-1, which considers one-month lagged stock price as a dependent variable, was 38%. In other words, profitability ratios explain the change in one month lagged stock price at the rate of 38%. In the scope of Model-1, NPM can explain one month lagged stock prices at 1% significance level (p value 0,004) and ROE can explain it at 10% significance level. Fs variable, used as a control variable and the constant are also significant at 1% significance level. Other variables are not statistically significant in explaining changes in stock prices. As a result of analyzes in Model-2 (two months lagged), the model’s explanatory power rate is 32%. The only statistically significant variable (except for constant and Fs) is NPM at significance level 1% (p-value 0.003). Similar results were also obtained in the Model-3 (three months lagged). Model-3’s explanatory power in explaining changes of three months lagged stock prices is 28% and again, the only statistically significant variable (except for constant and Fs) is NPM (p value 0.003). In all three models (Model-1, Model-2, Model-3), it was determined that there is a positive relationship between NPM and stock prices. 1% increase in NPM leads to increase in stock prices in the Model-1, Model-2 and Model-3 at the rate of 1.4%, 1.86% and 1.32%, respectively. However, in the Model-1, 1% increase in ROE leads to 0.15% decrease in stock prices. When all results were taken into consideration, H₅ hypothesis was rejected and H₁ hypothesis was accepted. In general, among the variables within the scope of the research model, only NPM can explain the changes in stock prices. This result complies with the studies of Karaca and Başçı (2011), Aktaş (2008), Moderes, Abedi and Mirshams (2008), Dehuan and Jin (2008).

As a result of the analysis, linear relationship was confirmed between NPM and stock prices in all three models. Akyatan (2016), Kaya and Öztürk (2015), Aktaş and Unal (2015) and also Parlakkaya and Kahraman (2017) reached the similar results. On the other hand, Sevim (2016) revealed that there is no significant relationship between ROA, ROE ratios and stock returns. In addition, Aktaş and Unal (2015) did their research by using quarterly data. In this study, 1, 2 and 3 months lagged stock prices after each quarter period was taken into consideration. It can be said that investors create demand for stocks by looking at NPM. In other words, NPM is the profitability ratio which can lead the investors’ decisions. However, due to the fact that explanatory power of models decreases as lags increase, it can be stated that investors’ stock investment decisions related to NPM are closely associated with the time. In addition to this, it was surprisingly determined that ROE which represents the profit distributed to the capital owners, is not effective in Model-2 and Model-3. In the Model-1, it was revealed that there is a negative relationship between ROE and stock prices. When it is thought that supply-demand is effective in changing the share prices, this negative relationship between ROE and the stock prices may be the topic of the next research which is about whether this relationship can be explained by dividend payments.
6. CONCLUSION

One of the most important indicators for the stock investors is the price changes of stocks in time. Stock prices change according to supply and demand levels in the market. Generally, several factors including micro and macro factors direct stock prices. In this study that was done in order to find out whether there is a relationship between the company profitability ratios, which is one of the micro factors that show the success of the firms’ operations, and the stock price of these firms; the answer was tried to find as to whether the profitability ratios of the companies can be guided when stock investors make their investment decisions.

In the analysis section of the research, more than one profitability ratio were given and the variables used for the study are; net profit margin, gross profit margin, operating profit margin, asset profitability and equity profitability ratios. Data sets related to stock price and profitability ratios were obtained from the Finnet Analysis Expert financial analysis program. The values for the stock price are based on the values that first, second and third months after the quarterly stock price values. The hypothesis to be proposed / tested in order to determine the relationship between profitability ratios and share price was tested by panel regression model. In order to apply the panel regression model, the necessary conditions must be met. The stationarity of the variables was tested by second-generation panel unit root tests, taking into account the cross-sectional dependency as the cross-sectional dependence of profitability and price data of the firms included in the analysis is observed. Moreover, it was determined that all variables except for ROE were not stationary and they had unit roots at level. Then, non-stationary variables were stabilized by taking first and/or second order differences. Within the tests tested to determine the estimation method to be used in the panel regression model, the final result was obtained with the Driscoll-Kraay estimator.

Consequently, it was revealed that all three models were significant and profitability ratios’ explanation rate in explaining changes in stock prices was between 28% and 38%. In all three models, positive relationship between net profit margin and stock price was confirmed. While 1% increase in NPM led to an increase in stock prices between by 1,32% - 1,86%; 1% increase in ROE caused 0,15% decrease on one-month lagged stock prices. The effect on this situation can be explained by the investor's position in the market. It can be said that investors realize the increase in ROE, consisted during the period t and therefore they do not demand the stock again in the one-month lagged period (t + 1). As a result, absence of demand may have caused a decrease in stock price. In this context, the H0 hypothesis, which assumes that there is no relationship between profitability ratios and stock price, was rejected and the H1 hypothesis assuming that there is a relationship between profitability ratios and stock price was accepted. Furthermore, when the results were considered totally, it was seen that only NPM variable explains the changes in stock prices.

There are several factors that should be taken into consideration by investors when making investment decisions. In this study, the relationship between profitability ratios and stock prices was examined and it was attempted to reach the point that whether profitability ratios can be a guide for investing in stocks. However, that considering only one factor while investing can not bring the successful results to achieve desired goals. Because of this reason, investment in stocks may be supported by a diversification of the data set, taking into account other micro and macroeconomic factors. In addition to this suggestion, this study which was done by analyzing the data of companies from many different sectors in BIST-100, can be applied on sector basis or cross-sector comparisons can be made.
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